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Resumen

La sismicidad en la placa de Cocos subducida por 
debajo de México central, definida por sismos 
moderados y grandes, cesa antes de al frente 
volcánico activo. No se ha localizado algún sismo 
intraplaca por debajo de los volcanes Nevado de 
Toluca y Popocatépetl. En este trabajo se reporta 
un evento de Mw3.3 a una profundidad de 98 
km, a 38 km al oeste del Nevado de Toluca. Este 
evento provee evidencia, por primera vez, de 
un sismo en la placa subducida a profundidad 
de ~100 km por debajo del volcán. Registros de 
este evento también proveen evidencia de una 
alta atenución de las ondas de cizalla conforme 
se propagan a través de la cuña del manto 
astenosférico. Es posible que la sismicidad 
intraplaca por debajo de los volcanes activos 
en México central, a un nivel de M ~3, sea 
abundante pero que no ha sido documentada 
en el pasado por la falta de instrumentación en 
la región.

Palabras clave: sismicidad intraplaca, Nevado de 
Toluca, mando astenosférico, México.

An intraslab earthquake at a depth of 100 km in the subducting Cocos 
plate beneath Nevado de Toluca volcano

Shri K. Singh, Xyoli Pérez-Campos, Víctor Hugo Espindola, Arturo Iglesias, Luis Quintanar

Received: June 4, 2018; accepted: June 3, 2019; published on line: January 6, 2020.

S.K. Singh*
Instituto de Geofísica
Universidad Nacional Autónoma de México
Ciudad Universitaria
Alcaldía Coyoacán 04510
México CDMX, México
*Corresponding author:krishnamex@yahoo.com

Xyoli Pérez-Campos
Servicio Sismológico Nacional
Instituto de Geofísica
Universidad Nacional Autónoma de México
Ciudad Universitaria
Alcaldía Coyoacán 04510
México CDMX, México

Víctor Hugo Espindola
Servicio Sismológico Nacional
Instituto de Geofísica
Universidad Nacional Autónoma de México
Ciudad Universitaria
Alcaldía Coyoacán 04510
México CDMX, México 

Abstract

Seismicity in the subducted Cocos plate below 
central Mexico, defined by moderate and large 
earthquakes, ceases well before reaching the 
active volcanic front. No intraslab earthquake 
has been reliably located below Nevado de 
Toluca and Popocatepetl volcanos. Here we 
report on an Mw3.3 event at a depth of 98 km, 
38 km to the west of Nevado de Toluca. The 
event provides evidence, for the first time from 
an earthquake, of subducted slab at a depth of 
~ 100 km below the volcano. Recordings of the 
event also provide evidence of high attenuation 
of shear waves as they propagate through the 
mantle-wedge asthenosphere. It is possible that 
intraslab seismicity beneath active volcanoes 
in central Mexico at M ~3 level is abundant but 
has not been documented in the past because 
of poor instrumentation. 
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Introduction

Intraslab seismicity defines the geometry of the 
subducting plates and sheds light on its thermal 
structure. In central Mexico, this seismicity 
ceases well before reaching the active volcanic 
front (Pardo and Suárez, 1995). For example, 
a seismicity section from the middle America 
trench passing through the Nevado de Toluca 
volcano (N21ºE), reveals that the intraslab 
earthquake activity ends at a depth of about 
70 km, ~ 240 km from the trench and ~ 80 km 
from the volcano (Figure 1). A similar section 
from the trench through Popocatépetl shows 
that these events reach a depth of about 55 
km and cease to occur  ~ 240 km from the 
trench about 80 km from the volcano (Figure 
1). Until now no intraslab earthquake has been 
reliably located whose epicenter lies near these 
active volcanoes. Here we report an intraslab 
earthquake which occurred on 19 May 2015 
about 38 km west of the Nevado de Toluca at 
a depth of 98 km. The event  provides first 
evidence from an earthquake that the Cocos 
plate is at a depth of ~ 100 km beneath the 
Nevado de Toluca volcano. The recordings also 
provide evidence of  high attenuation of shear 
waves as they propagate through the mantle-
wedge asthenosphere between the subducting 
Cocos plate and the continental crust.

Towns and cities in the Mexican altiplano 
are exposed seismic hazard from interplate 
earthquakes on the subduction thrust, crustal 
earthquakes in the Mexican Volcanic Belt (MVB), 
and intraslab earthquake in the subducted Cocos 
plate. The 19 September 2017 (Mw7.1) Morelos-
Puebla earthquake is the most recent example 
of the intraslab event which destroyed many 
villages and towns in the epicentral region. It 
was the second most destructive earthquake in 
the history of Mexico City, next only to the 1985 
(Mw8.0) interplate earthquake. The earthquake 
was located to the SSE of Mexico City at an 
epicentral distance of 114 km from Ciudad 
Universitaria (18.41 ºN, 98.71 ºW; depth H = 57 
km). It is the closest, reliably located, intraslab 
earthquake (large or small) to Mexico City. One 
of many questions raised in the wake of the 
destruction left by the earthquake is whether a 

similar earthquake can occur at closer distance 
to Mexico City albeit at somewhat greater 
depth (Singh et al., 2018). In this context, 
the detection and analysis of small intraslab 
earthquakes below the Central Mexican Volcanic 
Belt, such as the 19 May 2015 event, attains 
further importance.     

Location and focal mechanism

Although the earthquake was small, it was 
reasonably well recorded by an accelerographic 
station in the epicentral region (TEJU, Figure 1b), 
and many broadband stations of the Servicio 
Sismológico Nacional (SSN, Mexican National 
Seismological Service; Pérez-Campos et al., 
2018; SSN, 2018) and the newly-completed 
Valley of Mexico network (Quintanar et al., 
2018). Figure 2 shows EW velocity seismograms 
at the closest 4 stations with clear signal. The 
accelerogram at TEJU was high-pass filtered at 
1 Hz and then integrated to obtain the velocity 
trace shown in the figure. From the location of 
these stations (Figure 1b) and the (S-P) times 
on the seismograms, it is clear that the event 
was relatively deep. We examined recordings at 
31 stations within an epicentral distance of 360 
km and found useful phase data at 19 stations. 
S-phase was read on the transverse component. 
The earthquake was located using 19 P-phase 
and 6 S-phase arrival times, and the crustal 
model used by the SSN. The depth, H, was 
varied between 0 and 200 km. A sharp minimum 
in the rms residual (0.31 s) occurs at H = 98 
km. The final solution is: 19.092 ºN, 100.131 
ºW; H = 98.2 km; origin time  03:06:53.9; 
azimuthal gap = 1580; and estimated errors in 
latitude, longitude, and H of 3.9 km, 3.3 km, 
and 3.3 km, respectively. The epicenter of the 
19 May 2015 earthquake is 38 km to the west 
of Nevado de Toluca.

The first motions could be read at 9 stations, 
which  yields a normal-faulting focal mechanism 
(Figure 3): fault plane 1 with strike 316º, dip 
46º, rake -90º; fault plane 2 with strike 116º, 
dip 46º, rake -90º.  We note that the solution 
is not well constrained. 
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The SSN catalog lists an earthquake on 
10 November 2016 (M4.1), ~ 45 km south of 
the 2015 epicenter. We relocated this event 
following the same procedure as for the 2015 
event. The event was located using 15 P-phase 
and 7 S-phase arrival times. The minimum rms 
residual (0.39 s) occurs at H = 68 km. The 
final solution is: 18.687 ºN, 100.120 ºW; H = 
67.6 km; origin time 08:23:50.7; azimuthal 
gap = 660; and estimated errors in latitude, 
longitude, and H of 1.8 km, 2.5 km, and 4.1 
km, respectively.

The earthquakes of 2016 and 2015 are 250 
km and 290 km from the trench, respectively 
(Figure 1). The intraslab seismicity limit, defined 
by the Global CMT locations (shown in dashed 
green line in Figure 1) ends about 220 km 
from the trench. We note, however, that the 
teleseismic locations of Mexican earthquakes 
are systematically shifted by ~ 30 km to the NE 
(Singh and Lermo, 1985; Hjörleifsdóttir et al., 
2016). If we take into account this mislocation, 
the intraslab seismicity limit defined by previous 
moderate and large earthquakes may be ~ 190 
km from the trench. The events of 2015 and 
2016 demonstrate that low-magnitude intraslab 
seismicity does persist beyond 190 km.

The focal depth of the 2016 earthquake 
agrees with the 60 km-depth contour of the 
Benioff zone. This is also true for the 19 
September 2017 (Mw7.1; H = 57 km) earthquake 
(Figure 1). Generally, the hypocenters of well-
located small/moderate intraslab earthquakes 
in central Mexico are less than 15 km below the 
plate interface (e.g., Pacheco and Singh, 2010). 
If we assume that the closest distance of the 
plate interface from the 2016 and 2015 events is 
15 km then the depth of the slab increases by ~ 
40 km within ~ 40 km, a dramatic change in dip 

Figure 1. (a) Tectonic and location map (modified 
from Singh et al., 2018). Focal mechanisms and 
epicenters of earthquakes from Global CMT catalog 
with some exceptions. Event 1 is the intraslab Morelos-
Puebla earthquake of 19 September 2017 (Mw7.1). 
Color of the focal mechanism is keyed to the depth 
of the event. Black stars: intraslab earthquakes 
studied here. Black dashed lines: depth contours of 
the Benioff zone as compiled by Ferrari et al. (2012). 
Thick green dashed line defines the observed limit of 
moderate- and large-magnitude intraslab seismicity. 
Aftershock areas of large interplate earthquakes are 
shown in magenta color. Shaded area: Trans Mexican 
Volcanic Belt (Ferrari et al., 2012). (b) Enlarged 
view of the rectangular area marked in (a), showing 

location of four stations whose data is analyzed in 
this study and the epicenters of 2015 (Mw3.3) and 
2016 (M4.1) earthquakes. NT. V.: Nevado de Toluca 
volcano. P. V.: Popocatépetl volcano. (c) Section along 
line AA’ shown in (a) and (b). The seismicity within 
± 50 km of AA’ and the stations are projected on the 
section. USL: ultra slow-velocity layer at the top of 
subducting oceanic crust shown in orange (Song et 
al., 2009; Pérez-Campos et al., 2008). Brick color: 

mantle-wedge asthenosphere.
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over a short distance (Figure 1c). Generally, the 
dip of T axis in subducted slabs coincides with 
the dip of the slab (see, e.g., Pardo and Suárez, 
1995 and Pacheco and Singh, 2009 for the 
Mexican subduction zone). Thus, the horizontal 
orientation of T-axis of the 2015 earthquake is 
not consistent with a steeply-dipping slab. We 
recall, however, that the focal mechanism is not 
well constrained. Clearly, locating more intraslab 
events in the region is critical to mapping the 
detailed geometry of the subducting Cocos 
plate as it changes its dip and plunges in the 
asthenosphere.

Source Spectrum and Q

The source acceleration spectrum of the 
earthquake,    , was estimated from the 
analysis of the S wave at the four stations. The 
method is described elsewhere (Singh et al., 
1999); only a brief description is given here. 
The geometrical mean of Fourier acceleration 
spectral amplitude, A(f, R), of the two horizontal 
components of ground motion at a station may 
be written as:

         (1)

where        , the source displacement 
spectrum or the moment rate spectrum, tends 
to M0 as f → 0, R = hypocentral distance, ρ = 
density in the focal region (taken as 3.2 g/cm3), 
β = shear-wave velocity in the focal region 

(taken as 4.68 km/s), and Q(f) = quality factor, 
which includes both anelastic absorption and 
scattering. Following García et al. (2004), the 
geometrical spreading term, G(R), in Equation 
(1) was taken as 1/R. Appropriate Q(f) for the 
earthquake is the one derived by García et al. 
(2004) for intraslab earthquakes in Mexico; 
i.e., Q(f)=251f 0.58. However, the acceleration 
spectra, A(f), at the four stations, shown in 
Figure 4, suggest that Q for paths to ARIG and 
TLIG is very different from that for paths to TEJU 

Figure 2. EW velocity seismograms at the four closest 
stations with clear signal. Visual examination of the 
seismograms suggests a relative high-frequency 
deficiency at TEJU and MAVM as compared to ARIG 

and TLIG.

Figure 3. Normal-faulting focal mechanism which fits 
the first-motion data.

Figure  4. Median horizontal Fourier spectra of S-wave 
at stations TEJU, MAVM, ARIG, and TLIG. Comparison 
of shapes and amplitudes of the spectra at higher 
frequencies suggest much greater attenuation of 
high-frequency S waves along the paths from source 

to TEJU and MAVM.
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and MAVM (Figure 1). To further appreciate this 
difference, we first used Q(f) = 251f 0.58 to correct 
spectra at all four stations and computed  
.The median source acceleration spectrum and 
± one standard deviation curves are shown in 
Figure 5a. We note that the standard deviation 
is extremely large at high frequencies (f>8 Hz), 
strongly suggesting that the same Q is not 
adequate for all paths. 

Based on the similarity of the spectra in Figure 
4, we then formed two groups. One group 
consisted of ARIG and TLIG and the other 
group included TEJU and MAVM. We computed 
the source acceleration spectrum for ARIG and 

TLIG group using Q(f) = 251f 0.58 (Figure 5b).  
We interpreted the median spectrum by Brune 
ω2-source model (Brune, 1970) and obtained 
an estimate of seismic moment (M0) and corner 
frequency (fc). The spectrum is well fit with M0 = 
1.14x1014 Nm (Mw3.3) and fc = 8.4 Hz (Figure 5b). 
The stress drop (Δσ) computed using the Brune 
model (Brune, 1970) is 5.5 MPa. As expected, 
the theoretical spectrum for a Brune source 
model with M0 = 1.14x1014 Nm (Mw3.3) and fc = 
8.4 Hz does not fit the median spectrum of the 
TEJU and MAVM group at high frequencies (f > 
5 Hz) if Q(f) = 251f 0.58 is used for attenuation 
correction in equation 1 (Figure 5c).

Figure  5. Median source acceleration spectrum,             , and ± one standard deviation curves. (a) Source 
spectrum using recordings from all four stations and Q(f) = 251f0.58. (b) Source spectrum using recordings 
from ARIG and TLIG and Q(f) = 251f0.58. (c) Source spectrum using recordings from TEJU and MAVM and Q(f) 
= 251f0.58. (d) Source spectrum using recordings of TEJU and MAVM and Q = 350. In (a) to (d) the theoretical 
curve (continuous line) corresponds to Brune ω2-source model with M0 = 1.14x1014 Nm (Mw3.3) and fc = 8.4 Hz.     
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If we assume that ω2-source model is 
appropriate for the earthquake, and M0 and fc 
obtained for the ARIG and TLIG group correctly 
describes the source, then Q = 350 (1.0 ≤ f ≤ 20 
Hz) for paths to TEJU and MAVM roughly fit the 
observed median spectrum (Figure 5d). We note 
that this Q is 0.25 and 0.37 of Q = 251f 0.58 at f = 
20 and 10 Hz, respectively. The two Qs are equal 
at f = 1.8 Hz. Shapiro et al. (2000) reported 
that shear waves traversing Popocatépetl 
volcano were highly attenuated. However, no 
such attenuation was discernible in the case 
of Nevado de Toluca. Thus, the relatively low 
Q (high attenuation) along the path to TEJU 
and MAVM is probably a consequence of shear-
wave propagation through the mantle-wedge 
asthenosphere between the subducting Cocos 
plate and the continental crust. In any case, the 
paths to TEJU and MAVM for this earthquake do 
not cross the volcanic edifice (Figure 1). 

Low Q in the mantle wedge in Mexico has 
been previously reported by Singh et al. (2006). 
Q of the mantle wedge below Japan has been 
mapped in great detail (see e.g., Takanami et 
al., 2000; Tsumura et al., 2000), thanks to high 
density of seismic stations and their favorable 
location with respect to intraslab seismicity. Low 
Q of the mantle wedge implies large attenuation 
of seismic waves reaching the back arc.  An 
impressive demonstration of this comes from 
the extensive recordings of Japanese inslab 
earthquakes. A rather low Q for S waves (∼60) in 
the mantle wedge is required to explain recorded 
seismic waves on the western seaboard of 
Japan, across the volcanic front, as compared to 
eastern Japan where the high-frequency seismic 
waves propagate through the subducted slab 
and the continental lithosphere with much less 
attenuation.  

Conclusions

Intraslab earthquakes are linked to metamorphic 
dehydration reactions in the minerals of 
subducting oceanic crust and upper mantle 
(e.g., Kirby et al., 1996; Hacker et al., 2003). 
Thus, a lack of intraslab seismicity in the “warm” 
subducting Cocos plate (age near the trench 
is ~5.6 my) well before the volcanic front in 
central Mexico may be attributed to release of 

fluid mostly occurring before the slab reaches 
this distance. The existence of active volcanoes 
suggests some fluid release which causes partial 
melting of the mantle-wedge asthenosphere 
above and results in the volcanic activity. The 
slab, however, may be too hot (T > 600 ºC; 
Manea et al., 2004) for brittle rupture and, 
hence, the lack of seismicity. In this context, 
the detection of the 2015 intraslab is important 
as it provides the first evidence from an 
earthquake that the plate is at a depth of ~ 100 
km in central Mexico. It was a normal-faulting 
earthquake even though the focal mechanism 
is not well constrained. The seismograms of 
the 2015 earthquake also provide evidence of 
high attenuation of shear waves propagating, 
partially, in the mantle-wedge asthenosphere. 

Perhaps the intraslab seismicity beneath 
active volcanoes in central Mexico at M ~3 
level is abundant but has not been documented 
in the past because of poor instrumentation. 
New seismic stations in the region should 
provide high-quality recordings of such events 
and lead to firm support to the preliminary 
conclusions reached in this study that are based 
on the analysis of just one event.  Mapping of 
small intraslab earthquakes below the MVB 
is important to (1) accurately delineate the 
geometry of the Benioff zone, (2) understand 
the likelihood of moderate and large intraslab 
earthquakes beneath the Mexican Volcanic Belt, 
(3) estimate ground motions from postulated 
intraslab earthquakes, and (4) assess impact of 
intraslab earthquakes on the seismic hazard to 
cities and town located in the region. 
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Resumen

Se desarrolló un modelo para cuantificar la 
calidad de los cuerpos de agua abiertos sobre 
la base de la lógica probabilística multivariada. 
El modelo se basa en parámetros de calidad 
del agua que ya habían sido reportados en la 
literatura, tales como: turbidez, clorofila-a, 
índice de vegetación y  usos de la temperatura 
superficial derivadas de la distribución de valores 
de píxeles de los parámetros. Dichas funciones 
se combinaron mediante la lógica probabilística 
multivariada que produjo un mapa de niveles de 
calidad del agua. Posteriormente, el modelo se 
aplicó a los humedales Centla, ubicados en el 
sureste de México. En ellos pueden observarse 
numerosos cuerpos de agua en niveles de 
eutrofización variables. Para probar el modelo 
propuesto, se desarrollaron ejemplos usando 
una imagen Terra/Aster. Además, se propuso 
una escala cualitativa de grados de calidad del 
agua.

Palabras clave: calidad del agua, lógica 
probabilística, parámetros del agua, humedales 
Centla
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Abstract

A model to quantify the quality of open water 
bodies was developed on the grounds of 
multivariate probabilistic logic. The model is 
based on water quality parameters reported 
in the scientific literature such as: turbidity, 
chlorophyll-a, vegetation index and superficial 
temperature and uses probabilistic functions 
derived from the distribution of Pixel values of 
such parameters. Such functions were combined 
by means of the multivariate probabilistic logic 
that produced a map of water quality levels. The 
model was then applied to the Centla Wetlands 
in South East Mexico. In these wetlands, 
numerous water bodies can be observed in 
varying levels of eutrophication. To test the 
proposed model, examples were developed 
using a Terra/Aster image. A qualitative scale 
of water quality degrees was proposed.

Keywords: Water quality, Probabilistic logic, 
Water parameters, Centla Wetlands
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I. Introduction

To define and quantify the quality of open 
water bodies many researchers in the field 
of environmental monitoring have utilised a 
number of parameters. For such quantification 
of water quality, several satellite-derived 
parameters were considered (Menken and 
Brezonik 2006; Philipson et al. 2016; Mushtaq 
and Lala 2017; Masocha et al. 2017). Various 
water quality parameters were derived using an 
airborne hyperspectral spectrometer (Koponen 
et al. 2002; Mobley et al. 2005). The most 
frequent parameters used are: chlorophyll-a, 
total suspended particles and transparency 
(Doña et al. 2014; Harvey et al. 2015). The 
transparency is determined by the Secchi disk 
depth (Song et al. 2011) and the suspended 
particles comprehend dead, inert and degraded 
organic matter (Reza 2008; Kilham at al. 2012; 
Yang et al. 2017). The transparency is inversely 
proportional to turbidity, the latter of which is 
determined by the absorption and scattering of 
light within a water column (Aguilar-Maldonado 
et al. 2017). The chlorophyll-a concentration is 
directly related to phytoplankton biomass and is 
used as an indicator for eutrophication (Menken 
and Brezonik 2006). 

The Organization for Economic Co-operation 
and Development (OECD) defines eutrophication 
as the water enrichment in nutritive substances 
that generally leads to changes such as the 
increase in algae production and other aquatic 
plants, and the deterioration of water quality 
and aquatic ecosystem (Doña et al. 2014). The 
states of eutrophication are: ultraoligotrophic, 
oligotrophic, mesotrophic, eutrophic and 
hypertrophic. The water quality is inversely 
proportional to the degree of eutrophication. 
Other water quality parameters, related to bio-
chemical and thermodynamic processes in inland 
waters, were considered using vector regression 
and neural networks modelling with a limited 
sampling (Wang et al. 2011). The distribution 
of superficial temperature was also considered 
as an indicator of water quality (Korosov et al. 
2007). For remote sensing studies of water 
quality using satellite images, only parameters 
with an optical response can be considered. A 
multivariate analysis of temperature, salinity 

and dissolved oxygen was performed using 
cluster analysis, principal component analysis 
and partial least square to assess the water 
quality of a coastal lagoon (Basatnia et al. 
2018). The results indicated the critical need 
to monitor coastal water on a regular basis.

To retrieve water quality parameters from 
a multispectral satellite image, four different 
methods were applied (Campbell et al. 2011; 
Gholizadeh et al. 2016): (i) the look up table 
approach that compares the measured spectra 
response of optical water constituents with 
stored spectra; (ii) the neural network method 
that compares a large number of training data 
spectra to the measured spectra (Pozdnyakov et 
al. 2005a; El Din et al. 2017); (iii) the emPirical-
regression that relates a linear combination of 
image bands with in-situ measurements (Bilge 
et al. 2003; Ficek et al. 2011; Lessels and 
Bishop 2013; Doña et al. 2014; Bonansea et al. 
2015); (iv) the inversion/optimization method to 
simulate the spectra from a set of parameters 
that minimizes a cost function (Campbell et al. 
2011). All four methods require a multispectral 
satellite image with adequate spatial and 
temporal resolution and in-situ measurements 
gathered close in time to the date of image 
acquisition. 

A review article that accounts for space borne 
and airborne sensors used in the assessment 
of water quality was published in the scientific 
literature (Gholizadeh et al. 2016). The authors 
of the review included a comprehensive 
discussion of sensors and methods used in the 
evaluation of water quality parameters. 

The research published accounts for the 
spatial and temporal variations of water quality 
parameters. However, a model that combines 
such parameters to produce a single output 
map dePicting varying levels of water quality is 
still required. 

In this research a probabilistic model 
combining several water quality parameters 
is proposed. The water quality parameters 
considered are: Turbidity, Chlorophyll-a, 
Vegetation Index and Superficial Temperature. 
A model that considers such parameters and 
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produces a single image dePicting the degree 
of water quality is required. The model reported 
in this research combines such parameters 
using a procedure, based on fuzzy logic, and 
derived from multivariate probabilistic logic 
(Nilsson, 1986; Adams, 1996; Zalta et al. 
2019). Multivariate probabilistic logic has been 
used in the past to produce maps of primary 
productivity (Lira et al., 1992). An algorithm 
based on fuzzy logic was used to perform a 
multivariate fuzzy cluster analysis of open 
water bodies. Three clusters were obtained 
that represent three levels of water pollution 
(Wang and Wang 2009). These authors used 
hierarchical cluster analysis based on fuzzy 

cluster and multivariate statistical techniques. 
Such statistical techniques did not consider a 
multivariate probabilistic analysis. Rather, the 
authors employed sampling of water bodies to 
perform a classification of three levels of water 
pollution. 

Details on the calculation of parameters are 
provided. A description of the basic principles of 
multivariate probabilistic logic and its application 
to model water quality are given. The area of 
study is the Centla Wetlands located in South 
East Mexico where numerous water bodies in 
varying degrees of eutrophication are observed 

Figure 1. Area of study in Tabasco State, Southeast Mexico

Figure 2. Block diagram of the preprocessing of the 
Terra/Aster image.

Subregion Area 

(Ha)

Precipitation 
(mm)

 Average 
height 

 (masl)

Chontalpa 746,289 1,225 13.8

Centre 259,380 1,882 7.7

Sierra 184,727 3,711 24.7

Wetlands 663,568 1,225 1.7

Rivers 603,408 2,343 17.0

Table 1. Geophysical details of the subregions of 
Tabasco (location of the Centla Wetlands).

Ha - Hectares.    masl - Metres above sea level
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(Guerra-Martinez and Ochoa-Gaona 2006). An 
example is provided and a discussion of results 
is included.

II Materials and Methods
II.1 Materials

A wetland is a natural system defined as 
an extension of salt marshes, marshes, 
covered with water, regime natural or artificial, 
permanent or temporary, suspended or current, 
sweet or salty surfaces (Fondriest 2016). One 
important characteristic of the wetlands is 
that the substrate is periodically saturated or 
covered with water. Such saturation sustains the 
development of the ground and the communities 
of plants and animals that inhabit the wetlands.
 

The Centla Wetlands are located in the 
State of Tabasco to the South East of Mexico 
(Figure 1). The State of Tabasco is divided into 
five subregions: (1) Chontalpa, (2) Center, (3) 
Sierra, (4) Wetlands, (5) Rivers (Rodriguez 
2002; Guerra-Martinez and Ochoa-Gaona 
2006). The Centla Wetlands are included in the 
subregions (2) and (3) (Figure 1). The area 
covered by the satellite image is appreciated 
in Figure 1. Such image was overlaid over the 
subregions. Such overlay hinders the boundaries 
of the subregions. If such boundaries were 
shown in figure 1, the Centla water bodies would 
not be appreciated in its full extent. 

A detailed description of the open water 
bodies that form the Centla Wetlands is included 
in the work by Rodriguez (2002). General 

morphologic and hydrologic conditions of the 
water bodies are included in such description. 
Table 1 provides basic geophysical details 
about the subregions. To develop the model 
proposed in this research, a Terra/Aster image 
was acquired (Table 2 and Figure 1). 

 
II.2 Methods
II.2.1 Preprocessing of Terra/Aster Image

Bands 1 - 9 of the Terra/Aster image were 
resampled to a Pixel of 15 x 15 m2, and geocoded 
to a UTM projection using the ephemeredes 
of the Terra/Aster Satellite (Table 2). An 
atmospheric correction was carried out using 

Figure 3. The reflectance of radiation as a function 
of the wavelength for several concentrations of 

suspended particles

Figure 4. Attenuation of radiation as a result of 
scattering and absorption of radiation by suspended 

particles.

Table 2. Basic characteristics of the Terra/Aster 
multispectral image

Sensor Date Pixel 
size

Bands (m) Image 
size

 (pixels)
Terra/
Aster

March 13, 
2001

Resampled 
to

15 x 15 m2

1) [0.52-0.60] 
2) [0.63-0.69] 
3) [0.76-0.86] 
4) [1.60-1.70] 

5) [2.145-2.185] 
6) [2.185-2.225] 
7) [2.235-2.285] 
8) [2.295-2.365] 
9) [2.360-2.430] 

2 .838  x 
4,048
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the method of dark object subtraction (Chavez 
1996). A subimage was extracted to cover the 
area of the Centla Wetlands. The water bodies 
were segmented using a previous developed 
method (Lira 2006). The block diagram of Figure 
2 dePicts the preprocessing of the image. The 
atmospheric correction was applied to the Visible 
and Near Infrared bands (VNIR) (bands 1-3) and 
Short Wave Infrared bands (SWIR) (bands 4-9) 
(Table 2). The kinetic band for the derivation 
of superficial temperature was acquired with 
atmospheric correction. The acquisition date of 
the Terra/Aster image is in line with field data 
reported by Rodriguez (2002). 

II.2.2 Water Quality Parameters

The notion of water quality is used to 
describe the condition of a water body. This 
includes the chemical, physical and biological 
characteristics to quantify the degree to which 
water is useful with respect to its suitability for a 
particular purpose (Bartran and Ballance 1996). 
In this research the purpose is to determine the 
degree to which water is clean. Therefore, the 
parameters selected to quantify water quality 
of the water bodies in the study area are: 
Turbidity, Chlorophyll-a, Vegetation Index, and 
Temperature. These parameters were selected 
on the grounds of methods and results published 
in the scientific literature. The rational and 
calculation of these parameters is provided in 
the following sections.

Turbidity

The turbidity is used as a unit of measure to 
quantify the transmission of radiation through 
a column of water. Turbidity is defined as the 
degree of the haziness in water caused by 
suspended solids. The radiation is scattered 
and absorbed by the presence of suspended 

Figure 5. Depth of penetration of radiation as a 
function of wavelength in the optical region.

Figure 6. Turbidity map of the area of study.

Figure 7. Spectra of Chlorophyll-a for several 
concentrations of this pigment.
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organic and inorganic particles in the water. 
The scattering of radiation increases as the 
density of suspended particles becomes higher 
(Roberts et al., 1995) (Figure 3). The emPirical 
algorithms are derived from transfer radiation 
models that consider the spectral characteristics 
of suspended particles in the water (Ritchie 
et al. 2003). The scattering and absorption of 
radiation by suspended particles is a function 
of the wavelength (Bukata et al., 1995) (Figure 
4). The depth of penetration of radiation is 
a function of the wavelength (Bukata et al., 
1995) (Figure 5). The water bodies of the Centla 
Wetlands belong to Case II of inland waters 
(Pozdnyakov et al. 2005b). For this case, the 
model selected is  

 
                                                 (1)

The histogram of the image produced by 
equation (1) was elongated to a range of 
[0,255]. Figure 6 shows the Turbidity for the 
area of study.

Figure 8. Chlorophyll-a map of the area of study.
Figure 9. Vegetation index map of the area of study.

Figure 10. Superficial temperature map of the area 
of study.
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Chlorophyll-a

The Chlorophyll-a is a photosynthetic Pigment. 
The concentration of Chlorophyll-a provides 
an indication of the volume of aquatic plants 
present in a water column. This Pigment is 
present in all groups of algae in coastal water 
bodies. The spectra for several concentrations 
of Chlorophyll-a shows a low reflectance in the 
bands corresponding to blue and red (Menken 
et al., 2006) (Figure 7). Instead, in the bands 
of green and near infrared, a high reflectance 
is observed (Figure 7). On the grounds of the 
behaviour of such spectra (Doña et al., 2014; 
Bonansea et al., 2015), the model to calculate 
Chlorophyll-a is then 

Chlorophyll-a                                                   (2)

The histogram of the image produced by 
equation (2) was elongated to a range of 
[0,255]. Figure 8 shows the Chlorophyll-a for 
the area of study.

Vegetation Index

Algae are plants that may affect water quality 
adversely by lowering the dissolved oxygen 
in the water. Some species of macrophytes 
in wetland areas can be detected by remote 
sensing. Species such as hydrilla and salvinia 
can be found in the area of study. In particular, 
salvinia is a floating plant in warm water bodies. 
The raPid growth rate of such plants can lead to 
a decrease in oxygen concentrations. The NDVI 
is used to estimate the presence of floating 
vegetation in the water bodies. The NDVI is 
defined as

                                                  (3)

The histogram of the image produced by 
equation (3) was elongated to a range of 
[0,255]. Figure 9 shows the Vegetation Index 
for the area of study.

Superficial Temperature

Temperature may be defined as a measurement 
of the average thermal energy of a substance. 
The solubility of oxygen and other gases 
will decrease as temperature increases. 
Therefore, an increase in temperature brings a 
decrease in water quality. The image of kinetic 
temperature was acquired from LP DAAC (Land 
Processes Distributed Active Archive Center) 
of NASA (National Aeronautics and Space 
Administration). This temperature image was 
generated from the five thermal bands (TIR); 
its original dimensions were 700 x 830 Pixels 
with a Pixel of 90 x 90 m2. A reformat was 
applied to generate an image of the same size 
as the VNIR bands with a Pixel of 15 x 15 m2. 
On the grounds of Planck law, the temperature 
emissivity algorithm was applied to the TIR 
bands. Such bands were previously corrected 
by atmospheric effects. The histogram of the 
image produced by the emissivity algorithm 
was elongated to a range of [0,255]. Figure 10 
shows the Superficial Temperature for the area 
of study.

II.2.3 Multivariate Probabilistic Model

Nilsson (1986) first used the term probabilistic 
logic, where the truth-values of sentences 
are probabilities. The proposed semantical 
generalization induces a probabilistic logical 
entailment or logical consequence. If the 
probabilities of the argument premises are 

Chlorophyll-a NDVI Temperature Turibidity

Chlorophyll-a   1.0000  -0.13327  -0.28643   0.74188

NDVI  -0.13327   1.0000  -0.28030  -0.38962

Temperature  -0.28643   0.28030   1.0000  -0.30620

Turbidity   0.74189  -0.38962  -0.30620   1.0000

Table 3. Matrix correlation among water quality indicators
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known, then the probability of its conclusion may 
be derived (Adams 1996; Zalta et al. 2019). In 
this sense, the multivariate probabilistic model 
is based on the fact that probability functions 
can be assigned to logical sentences such as

P1 ==> Q, P2 ==> Q, . . ., Pn ==> Q        (4)

These sentences read as follows: if indicator 
Pi exists, the natural process Q exists with a 
certain probability. Such probability is given 
by the density functions derived from indicator 
Pi. The implication Pi ==> Q, is a fuzzy set. 
If the value of the indicator Pi changes, the 
probability of the state of the natural process Q 
changes as well. In he multivariate probabilistic 
theory, the variables Pi are named indicators. 
In this research, the variables Pi are identified 
as the parameters described in Section II.2.2. 
The natural process Q is identified as the water 
quality. In the scientific literature, the physical 
quantities: Turbidity, Chlorophyll-a, NDVI and 
Superficial temperature are considered as 
parameters. The water quality is the variable 
that depends upon such parameters. 

In an image, the value of indicator Pi, varies 
from one location to another, i.e., from Pixel 
to Pixel. A Pixel, defined as an elementary cell 
(k,l), implies that the logic sentence Pi ==> Q, 
is extended to every cell (k,l) where these are 
the coordinates of a Pixel in the image of a 
parameter. 

Due to the fuzziness of the sentence Pi ==> 
Q, there is some degree of redundancy among 
indicators (Table 3). The correlation matrix 
(Table 3) indicates low correlation among the 
indicators. Therefore, the probability of the 
occurrence of Q should be evaluated when its 

Figure 11.Histograms of the indicators used in the 
model of water quality.

Figure 11. Thematic map of water quality in the 
area of study.

Parameter Pi Implication Natural
 Processes Q

Turbidity Increases Water quality
 decreases

Chlorophyll-a Increases Water quality
 decreases

Vegetation
 index

Increases Water quality
 decreases

Superficial 
temperature

Increases Water quality
 decreases
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corresponding indicators occur simultaneously. 
For such evaluation we consider the intersection 
of every set determined by various indicators as

(P1 ∩ P2 ∩ P3 ∩ ...Pn) ==> Q, for every cell (k,l) (5)

The logical interpretation of this sentence 
is: if all indicators Pi occur simultaneously, the 
process Q can be calculated with some degree 
of probability. Equation (5) may be rewritten as

                              , for every cell (k,l)               (6)

Expression (6) is written explicitly as (Adams 
1996; Zalta et al. 2019; Doménech et al, 2017)

1 - [ - P1→ Q)][1 - P2→ Q)] . . . [1 - Pn→ Q)] =   

      (7)

Since Pi ==> Q are sets, equation (7) is 
equivalent to

                             , for every cell (k,1)       (8)

The right term of equation (7) is the 
probability P of the occurrence of the process Q. 

Since expression (8) is valid for every cell 
(k,l), the result is a spatial distribution of P. The 
result of P is an image where the probability 
of occurrence of Q is dePicted. The model 
(Expression 8) is dependent on the probability 
functions associated to the logic sentence 
Pi ==> Q. These functions must be modelled 
analytically or as tables supported by geophysical 
and biochemical principles and field data (Lira 
et al. 1992). In this research the probability 
functions are chosen as the density function 
associated to the Pixel values of each indicator. 
The histogram of the image parameters is a 
good approximation of the density functions 
(Figure 11). Since the histograms of image 
parameters are in the range [0,255], equation 
(8) is written as

           , for every cell (k,1)        (9)  

The implication is that Pi ==> Q may have a 
direct or an inverse relationship. In this research 
an inverse relationship was determined. On 
the grounds of the discussion of Section II.2.2, 
the following set of implications describes the 
relationship of the parameters selected and the 
state of the natural processes Q.

In brief: if Pi increases ==> Q decreases.

Equation (9) was applied to the parameters 
selected in this research and the results are 
shown in Figure 12. The result of equation (9) 
is a map dePicted as an image in figure 12. The 
digital values of such image were assigned colors 
using a linear function. The color scale at the 
bottom of figure 12 is the visual representation 
of the relation digital value ↔ color.

III. Results and Discussion

The four parameters calculated in this research 
for the generation of a water quality thematic 
map are dePicted in: figure 6 - Turbidity, 
figure 8 - Chlorophyll-a, figure 9 - Vegetation 
index, figure 10 - Superficial temperature. 
The histograms of indicators are in figure 11. 
The thematic map is shown in figure 12 and 
the discussion is divided according to such 
parameters. On the grounds of the definition of 
water quality used in this research (Bartran and 
Ballance 1996; Fondriest 2016), a qualitative 
colour code was associated to the thematic map. 
Such colour code dePicts the degree of water 
quality in the area of study of this research. 

Turbidity

The North-West corner of the turbidity image 
shows a portion of the Gulf of Mexico. Due 
to the high concentration of sediments in the 
near-shore of the ocean, the turbidity is high 
(Figure 6). The water bodies with a connection 
to the ocean show a high level of turbidity as 
well. The rivers and canals located to the West 
and East show a high turbidity. A group of water 
bodies located to the Centre-East of the image 
has a high turbidity, whereas the water bodies 
to the South and Southeast are dePicted with 
low turbidity.    
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Chlorophyll-a

The Chlorophyll-a is high in the water bodies 
located to the Centre-East and Centre-South 
of the image (Figure 8). A high value is also 
observed in the near-shore ocean. An elongated 
body connected to the ocean shows a gradient of 
values for the whole set of parameters. A body 
in the centre of the image shows a high level 
of Chlorophyll-a. Other bodies located to the 
South-West show high values as well. 

Vegetation index

Small bodies in the Centre-North and South-
West are dePicted with high values of the 
vegetation index (Figure 9), while medium 
values are observed in the bodies to the South. 
The bodies connected to a river and to the 
ocean have a low value. Rivers and canals are 
observed with medium values. The near-shore 
ocean shows the lowest value. 

Superficial temperature

The superficial temperature shows moderate 
values for medium size water bodies isolated 
from rivers or canals (Figure 10). The two large 
bodies located at the centre of the image appear 
as high temperature. A group of small bodies 
to the Centre-North have high temperature as 
well. The elongated body to the North, with 
connection to the ocean, appears with a gradient 
of temperature. 

Thematic map

Figure 12 shows the thematic map derived 
from the model proposed in this research. A 
qualitative colour scale is included to indicate 
the levels of water quality. In general, isolated 
small water bodies have an appearance of high 
quality. The water bodies located to the South 
show medium and high quality, and the near-
shore ocean and the water bodies connected to 
the sea appear with low water quality. Several 
bodies are dePicted with a gradient of water 
quality. 

IV. Conclusions

Four parameters related to water quality 
published in the scientific literature, were 
calculated using a Terra/Aster image that 
includes the thermal band. The parameters 
were obtained on the grounds of well-known 
algorithms reported in several instances in the 
scientific literature. Such parameters were used 
in a multivariate probabilistic model to produce 
a thematic map of water quality for open water 
bodies. At present, water quality has been 
determined on the grounds of one parameter 
or several parameters but taken separately. The 
model suggested in this research, considers the 
joint use of the four most frequently reported 
parameters for water quality. A map is derived 
using equation (9). However, no quantitative 
scale yet has been defined. More work is 
required in this sense.

At present, no joint use of such parameters 
has been reported in the literature and no 
quantitative scale of water quality has been 
defined. The term water quality is usually 
employed with respect to its suitability for 
a particular purpose. In this research water 
quality is understood as the degree to which 
water is clean. A water is clean when it served 
the purpose of human consumption. Human 
consumption is understood in this work as water 
suitable for drinking ingestion and agricultural 
use. Thus, a high quality water body as derived 
in the present research may be considered 
as water adequate for human consumption. 
Therefore, a qualitative scale was associated to 
the colour-levels indicated in the water quality 
thematic map.  Most of the water bodies show a 
gradient and a complex pattern of water quality. 
The water bodies to the South and Southeast 
exhibit a uniform degree of high water quality. 
All isolated water bodies appear with high values 
of water quality. The lowest quality observed 
was in the bodies that have some sort of 
connection to rivers and the ocean. 

The map shown in figure 12 may be used to 
determine potential uses of the water for human 
consumption or agriculture. A good quality 
of the water is the most important asset to 
decision makers as discussed in the introduction. 
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A possible area of application of the model 
developed in this research may be the complex 
of lagoons in the area of TamPico-Altamira. The 
water of such lagoons is employed for human 
consumption; a critical decision must be made 
in this regard.  
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Resumen

Este artículo surgió a partir de experimentos 
numéricos, en los cuales ciertos algoritmos, 
que en algunos textos científicos (DVS-BDDM) 
produjeron aceleración (o speedups) muchas 
veces mayores a la cantidad de procesadores 
utilizados (existen casos ya abordados de más 
de setenta, pero probablemente a menudo son 
mucho mayores). Con base en estos resultados 
sobresalientes, en este artículo se demuestra 
que creer en la aceleración ideal estándar, que 
se considera igual a la cantidad de procesadores, 
ha sido una limitante en el rendimiento buscado 
a través de distintas investigaciones sobre 
métodos de descomposición de dominio (MDD) 
y hasta el momento ha obstaculizado mucho su 
desarrollo. Por lo tanto, se propone una teoría 
mejorada en la que el objetivo de aceleración 
se base en el paradigma algorítmico “Divide y 
vencerás”, considerado con frecuencia como el 
leitmotiv de los métodos de descomposición de 
dominio, como un escenario adecuado para el 
MDD del futuro.

Palabras clave: MDD, DVS-DDM, computación 
paralela, aceleración paralela ideal, dividir y 
vencerás.

Abstract 

This paper was prompted by numerical 
experiments we performed, in which algorithms 
that Ismael Herrera Research Group previously 
developed (the DVS-BDDC) and are already 
available in the literature, yielded accelerations 
(or, speedups) many times larger (more than 
seventy in some examples already treated, but 
probably often much larger) than the number 
of processors used. Based on such outstanding 
results, this paper shows that believing that 
the ideal speedup is equal to the number of 
processors, has limited the performance-goal 
sought by researchers on domain decomposition 
methods (DDM) and has hindered much its 
development, thus far. Hence, an improved 
theory in which the speedup goal is based on 
the Divide and Conquer algorithmic paradigm, 
frequently considered as the leitmotiv of domain 
decomposition methods, is proposed as a 
suitable setting for the DDM of the future. 

Keywords: DDM, DVS-DDM, parallel computation, 
ideal parallel speedup, divide and conquer. 
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1. Introduction

The present paper was prompted by some 
outstanding results that we recently obtained 
in a sequence of numerical and computational 
experiments applying some parallel algorithms 
already available in the literature (the DVS-
BDDC [1-8]). They are extraordinary, because 
contradict the generally accepted belief that 
in parallel computation the acceleration, or 
speedup, cannot be greater than the processors 
number [9-22]. For example, in our numerical 
experiments using 400 processors in parallel 
we achieve a speedup of 29,278, which is 73.2 
times greater than the maximum acceleration 
that such a belief allows. 

In agreement with such a belief, the speedup 
goal sought in most, probably all, research that 
has been carried out in domain decomposition 
methods (DDM) up to now [9-20], is equal 
to the number of processors used. Since our 
results show that considerably larger speedups 
are feasible, the conclusion is drawn that the 
speedup goal sought so far is too modest and 
restrictive; hence, it should be replaced by a 
larger and more ambitious performance goals 
in future DDM research. To this end, we resort 
to the DIVIDE AND CONQUER STRATEGY, 
which for solving boundary-value problems 
of PDEs using parallel computation, probably 
is the most basic algorithmic paradigm [23]. 
Furthermore, we formulate it in a manner that 
yields precise and clearly defined quantitative 
performance goals, to be called DC-goals, 
which are larger, yet realistic. The adequacy of 
the modified framework so obtained is verified 
by satisfactorily incorporating the outstanding 
results just mentioned in it. 

It should be mentioned, before leaving this 
Section, that according to the Gustafson’s Law, 
the speedup is up-bounded by the number of 
processors, which is achieved when the linear 
speedup is attained. However, beyond such 
limits, the superlinear speedup may happen 
for plenty of reasons (see [24]), although it is 
not frequent and when it occurs it enhances the 
value of the software possessing it. 

The paper is organized as follows, Section 
2 presents some background material on 
the Derived-Vector Space (DVS) approach to 
DDM, and DVS-BDDC [1-8]. The outstanding 
performance results that prompted this article 
are introduced and explained in Section 3. 
An inconsistency of standard approaches to 
DDM that such results exhibit, is pointed out 
and discussed in Section 4, while Section 5 
introduces some measures of performance 
whose conspicuous feature is that they are 
defined with respect to a performance goal. 

The ideas and results contained in Sections 
3 to 5, are then used in Sections 6 and 7, to 
show that both, the concept of ideal parallel-
performance and the belief that the ideal parallel 
speedup is p , lack firm bases. The “divide and 
conquer” algorithmic paradigm ([23], p. v), -the 
DC-paradigm- is recalled and revised in Section
8, and a quantitative DC-performance goal  
adequate to be used in future DDM research, is
derived from it. There, it is also shown that in the
examples here discussed the latter performance
goal  is larger than p , by a big factor; indeed, in
the examples here treated, the DC-speedup goal
is close to p2 and the factor we are referring to, is
close to p= p2/p . We recall that p is the number
of processors, used and hence the ‘factor’ is large
when the number of processors is large.

When the extraordinary numerical and 
computational results that prompted this paper 
are incorporated in the DC-framework they look 
completely normal, as it is shown in Section 10, 
since their DC-efficiencies, for p≠1 , range from 
70.3% to 20.0%. Sections 11 and 12 are devoted 
to exhibit the severe restrictions that believing in 
the relation S(p,n)≤p, has imposed on software 
developed under that assumption. Finally, 
Section 13 states this paper’s conclusions. 

2. Some background

Ismael Herrera and some of his coworkers, have 
been working in domain decomposition methods 
(DDM) since 2002, when he organized and 
hosted the Fourteenth International Conference 
on Domain Decomposition Methods (DDM) [23]. 
In their work on DDM [1-8], they pointed out 
that it is extremely inconvenient using coarse 
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meshes in which some of the nodes are shared 
by several subdomains because, when this is 
done the system matrix is not block-diagonal. 
This, in turn, shatters one of the main objectives 
of the DDM strategy: processing in different 
processors the degrees of freedom belonging 
to different subdomains of the coarse mesh. 
So, according to the above discussion, standard 
methods (i.e., methods that follow the canons 
prevailing at present) share this handicap and, 
to overcoming it, we introduced the derived-
vector space methodology (DVS methodology) 
[1-8]. 

The algebraic venue  in which DVS 
methodology was built is the derived-vector 
space. Briefly, the derived-vector space 
construction consists in [2]: 

i). Firstly, the partial differential equation is 
discretized by means of a standard procedure 
in a fine mesh. This yields a system of linear 
discrete equations and a system of original 
nodes. When a coarse mesh is introduced, some 
of them are shared by several subdomains. 

ii). Replacing the original-nodes by the 
derived-nodes. The nodes of this latter class 
have the property that each one of them belong 
to one and only one of the subdomains. The 
whole set of derived-nodes is decomposed into 
non-overlapping subsets, with the property that 
there is a one-to-one correspondence between 
such subsets and sub-domains of the coarse 
mesh; 

iii). Then, the linear-space of functions 
defined in the derived-nodes, constitutes the 
derived-vector space, which is provided with 
an algebraic structure suitable for effectively 
carrying out the developments required for 
constructing the DVS methodology; 

iv). The concept of non-overlapping 
discretization is introduced [2]. The most 
significant and conspicuous property of such 
a kind of discretizations is that its application 
yields block-diagonal systems of equations; 

v). A non-overlapping discretization, 
equivalent to the standard discretization 
applied in i), is used. This permit transforming 
the original system of discrete equations into 
another whose system-matrix is block-diagonal. 

Up to now, the DVS methodology has 
produced four DVS-algorithms (see, [2] for 
further details): DVS-FETI-DP, DVS-BDDC, 
DVS-PRIMAL and DVS-DUAL. The first two 
were obtained by mimicking the well-known 
FETI-DP and BDDC procedures in the derived-
vector space., but the big and very significant 
difference is that such procedures are applied 
after the differential equations have been 
subjected to a non-overlapping discretization, so 
that the discrete system of linear equations we 
start with, is block-diagonal. The other two DVS-
algorithms: the DVS-PRIMAL and DVS-DUAL, 
were produced by completing the theoretical 
framework (again see, [2]). So far, only the 
DVS-BDDC algorithm has been numerically 
tested; in 2016, preliminary computational 
experiments were published, which proved 
that the DVS-BDDC was fully competitive with 
the top DDM algorithms that were available 
[1]. However, at that time we did not have yet 
obtained the extraordinary results we are now 
reporting. 

3. The outstanding results 

More recently, in 2018, the authors have 
developed a more careful code of the DVS-BDDC 
algorithm and tested it through a set of numerical 
experiments, obtaining the exceptional results 
that are presented and discussed in this Section. 
They are objectively outstanding because, for 

p n T(p,n) S(p,n) S(p,n) 
in terms 

of p

p/S(p,n)

1 106 29,278 1 1p 1

16 106 178 164.5 10.28p .097

25 106 78 375.4 15.02p .067

64 106 16 1,829 28.58p .035

256 106 2 14,639 57.18p .017

400 106 1 29,278 73.20p .014

 Table 1. Results of computational experiments
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example, when the number of processors used is 
400 the acceleration produced is 73.2 times by 
400; hence, in this application, the DVS-BDDC 
algorithm produces an acceleration 73.2 times 
larger than the largest possible according to 
canonical theory (i.e., theory that follows the 
canons prevailing at present). 

More specifically, the computational 
experiments here reported, consisted in treating 
a well posed 2D problem for Laplace differential 
operator in the highly parallelized supercomputer 
“Miztli” of the National Autonomous University 
of Mexico (UNAM), using successively 1, 16, 
25, 64, 256 and 400 processors. The notation 
used to report the numerical and computational 
results so obtained is given next: 

       (3.1)

Here, the size of the problem is equal to 
number of degrees of freedom, which in turn 
is equal to the number of nodes of the fine 
mesh. In general, the “execution time” and 
“speedup” are functions of the pair  . In the set 
of numerical experiments here reported the size 
of the problem is kept fixed and equal to 106; 
i.e.,n=106. 

The very impressive results of the numerical 
experiments are given in Table 1 (everywhere 
in this paper times are given in seconds), 
where the fifth column gives the speedup as a 
multiple of p, the number of processors, which 
in standard theory of domain decomposition 
methods is thought to be an unsurmountable 
speedup. However, in the set of experiments 
we are reporting, the speedup is much greater 
than the standard theory foresees, if p≠1 ; even 
more, it is greater than such an upper bound, by 
a large factor: 10.28, 15.02, 28.58, 57.18 and 
73.2, when the number of processors is 16, 25, 
64, 256 and 400, respectively. Observe that the 
factor increases with the number of processors, 
which is an enhancing feature. The last column 
is only included here, for later use. 

4. An inconsistency of standard DDM 

The standard definition of efficiency is 

      (4.1)

and it is usually expressed in percentage. The 
sub-index S used here, comes from Standard 
and it is used for clarity, since alternative 
definitions will be introduced later. 

The Table 2 that follows has been derived from 
Table 1, by expressing its last column in terms 
of standard efficiency, ES(p,n). By inspection 
of Table 2, where percentages much greater 
than 100% such as 1,028, 1,502, 2,858, 5,718 
and 7,320 occur, it is seen that the standard 
efficiency is not adequate for expressing the 
superlinear results of the numerical experiments 
we are reporting, because efficiencies far 
beyond 100% occur. 

5. Revisiting the measures of performance
 
In this Section we define some measures of 
parallel-software performance that will be used 
in the sequel. As usual, such measures will be 
based on the execution time that is required 
for completing a task; the shorter the better. 
According to Eq.(3.1), the notation T(p,n) 
means the execution time when the number 
of processors is p ; in particular, T(1,n) is the 
execution time when only one processor is 
applied. 

Table 2. Using standard efficiency for expressing our 
superlinear results

p n T(p,n) S(p,n) Es (p,n) in 
percentage

1 106 29,278 100%

16 106 178 164.5 1,028%

25 106 78 375.4 1,502%

64 106 16 1,829 2,858%

256 106 2 14,639 5,718%

400 106 1 29,278 7,320%
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For the sake of clarity, we recall the speedup 
(or, acceleration) definition: 

       (5.1)

The main objective in using a parallel 
computer is to get a simulation to finish faster 
than it would in one processor. Furthermore, let 
us take the position of a software designer who 
intends to develop software that performs well; 
so, he defines a performance goal  he intends 
to achieve. The following two procedures for 
specifying such a goal will be considered; fixing 
the execution-time goal, TG(p,n), or fixing the 
speedup goal, SG(p,n). Assume either one of 
them have been specified, then the relative 
efficiency (relative to a goal performance) is 
defined by 

       (5.2)

when SG (p,n) is given, or 

      (5.3)

when TG(p,n) is given. 

These two manners of defining relative 
efficiency are equivalent, if and only if: 

       (5.4)

Hence 

      (5.5)

The first one of these equalities can be used 
to obtain SG (p,n) when TG(p,n) is given, and 
the second one, conversely. 

According to Eq.(5.2), 

      (5.6)

Here the symbol ⇔ stands for the logical 
equivalence; i.e., if and only if. Actually, when we 
choose a goal we do not know if it is achievable, 
but the initial state satisfies S(p,n)<SG(p,n) 
since SG(p,n) is a desirable state. Hence, at the 
beginning 1-E(p,n)>0 and this quantity may 
be taken as a distance to the goal. However, it 
can also happen that our developments lead to 

a speedup S(p,n)>SG(p,n), since generally we 
do not know beforehand if the speedup SG(p,n) 
is an upper bound of those possible. When that 
happens, E(p,n)>1. 

Conversely, a corresponding argument can 
be made if the execution time and Eq.(5.3) are 
used to define the parallel efficiency. The main 
difference is that, in such a case, T(p,n)>TG(p,n)  
at the beginning and T(p,n)<TG(p,n) is an 
indication that the goal has been exceeded.

6. The concept of “ideal parallel speedup”
  
In the literature on scientific parallel computing 
and on domain decomposition methods for 
the numerical solution for partial differential 
equations, the notion of “ideal parallel speedup” 
is used when defining absolute efficiency. 
However, its definition lacks precision. When 
SA(p,n) is the ideal parallel speedup, the relation 

       (6.1)

holds whenever S(p,n) is the acceleration 
obtained in a parallel computation. If we try 
to make this notion rigorous, we could say 
that SA(p,n) is the supremum, but what is 
never made clear is: of what set SA(p,n) is the 
supremum. 

Even so, when SA(p,n) is the ideal parallel 
speedup, the absolute parallel efficiency is 
defined to be 

       (6.2)

Thereby, we mention that the subscript A 
above, comes from Absolute. 

However, if we do not know for sure 
that Eq.(6.1) holds whenever S(p,n) is the 
acceleration obtained in a parallel computation, 
this is a risky definition. Indeed, if that is the 
case and there is an execution for which 

      (6.3)

Then, we would claim that S(p,n) is not 
achievable and we would be satisfied with an 
acceleration that is close to SA(p,n), even if 
SA(p,n) is much smaller than S(p,n). 
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7. The international DDM research goal 
 
Generally, it is thought that Eq.(6.1) holds, with 
SA(p,n)≡p; i.e., 

       (7.1)

Hence, the standard definition of efficiency 
of Eq.(4.1): 

       (7.2)

Comparing this equation with Eq.(5.2) it is 
seen that Eq.(7.2) implies that the speedup 
goal, sought by DDM research worldwide is: 

      (7.3)

Here, we have written SS(p,n) for the 
speedup goal of standard DDM research. In view 
of the discussions here presented, this goal is 
too modest and more ambitious goals should be 
sought in the future. 

8. The relative DVS efficiency of standard 
approaches 

In this Section we make a simple exercise in 
which we compute the relative efficiency of 
standard approaches when the goal speedup 
is that achieved by the DVS-BDDC algorithm 
in the numerical experiments here reported. 
The notation here adopted for such a relative 
efficiency is ES

DVS. 

Applying the definition of Eq.(5.2), we get 

       (8.1)

Inspecting the results of our numerical 
experiments reported in the last column of Table 
1, in view of Eq.(7.1), it is seen that the relative 
efficiency of standard approaches with respect 
to DVS-BDDC is only 9.7%, 6.7%, 3.5%,1.7% 
and 1.4%, in these experiments. Hence, our 
conclusion of this Section is that the speedups 
goals sought in DDM research worldwide up to 
now, are too small and should be revised. 

9. The Speedup goal of the Divide and 

Conquer Framework 

As a starting point of this Section, we recall 
the divide and conquer algorithmic paradigm 
([23]), which is frequently considered as the 
leitmotiv of domain decomposition methods 
[21]. The divide and conquer strategy (DC-
strategy) consists in dividing the domain of 
definition of the scientific or engineering model 
into small pieces and then send each one of 
them to different processors. If p is the number 
of subdomains of the domain decomposition, 
the size of each piece is approximately equal 
to n/p ; hence, smaller than n when p>1 and 
much smaller than n, when p is large. 

This is the procedure used by domain 
decomposition methods, for reducing the size 
of the problems treated by each processor. It 
constitutes an application of the DC-strategy. Of 

course, for the divide and conquer strategy 
being most effective it is necessary and 
sufficient that each one of the local problems 
be independent of all others. Such a condition 
(each local problem being independent of all 
others) is seldom fulfilled in practice, and it will 
be referred to as the DC-paradigm. Adopting 
the DC-paradigm as a guide in the development 
of software implies to strive to construct 
algorithms in which the local problems are as 
independent of each other as possible. Thereby, 
we mention that the DVS methodology, which 

Table 3. The DC-execution-time goal and the DC-
speedup goal

p n/p TDC(p,n) SDC(p,n) p2 {p2-SDC 

(p,n)}/ p2

1 106 29,278 1 1 0%

16 62,500 125.15 233.9 256 8.6%

25 40,000 51.45 596.1 625 4.6%

64 15,625 7.90 3,706 4,096 9.5%

256 4,096 0.55 53,233 65,536 18.8%

400 2,500 0.2 146,390 160,000 8.5%
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in the numerical experiments here reported has 
been so effective, was developed following the 
DC-paradigm. 

Since the approximate size of each local 
problem is n/p , when all them are independent, 
T(1,n/p) would be the approximate execution-
time for each one of them, which when the 
computation is carried out in parallel is also 
the global execution-time. Therefore, in the 
DC-framework we define the execution-time 
goal  (DC-execution-time goal ), to be denoted 
by TDC(p,n) , as: 

       (9.1)

Correspondingly, the speedup goal for the 
DC-approach is defined to be 

       (9.2)

and the DC-efficiency is given by 

       (9.3)

In Table 3, to illustrate the Divide and 
Conquer concepts, they have been computed 
in the conditions of the numerical experiments 
that prompted this paper. The first and second 
columns (counted from left to right) contain 
the number of processors and the degrees of 
freedom of the local problems, respectively. 
The third column yields the DC-execution time 
goals of the local problems, which were obtained 
through numerical experiments; for each p only 
one of the local problems was solved numerically 
(and only one of the processors was used). Once 

Table 4. The outstanding results in the DC-framework.

Table 5. Comparison of speedup goals

p SS(p,n) SDC(p,n) SDC (p,n) / SS(p,n)= 
SDC(p,n)/p

SDC (p,n) / SDC(p,n)= p/
SDC(p,n)

1 1 1 1 1

16 16 233.9 14.6 .0685

25 25 596.1 23.8 .0420

64 64 3,706 57.9 .0173

256 256 53,233 207.9 .0048

400 400 146,390 365.0 .0027

p p2 TDVS(p,n) SDVS(p,n) TDC(p,n) SDC(p,n) SDVS(p,n)/P

1 1 29,278 1 29,278 1 100% 100%

16 256 178 164.5 125.15 233.9 70.3% 64.3%

25 625 78 375.4 51.45 596.1 63.0% 60.1%

64 4,096 16 1,829 7.90 3,706 49.4% 44.7%

256 65,536 2 14,639 0.55 53,233 27.5% 22.3%

400 160,000 1 29,278 0.2 146,390 20.0% 18.3%
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TDC(n,p) was known, SDC(p,n) was computed 
applying straightforward formulas. The local 
solvers used in our numerical experiments were 
banded LU decompositions, whose algorithmic 
complexity turned out to be p2 and is given 
in the fifth column. An interesting fact, in 
the numerical experiments here reported, is 
that the algorithmic complexity approximates 
SDC(p,n), and the last column of Table 3 gives 
the corresponding relative errors in percentage 
associated with such an approximation. 

10. Incorporating the outstanding results 
in the DC-framework 

In this Section the results of our numerical and 
computational experiments contained in Table 
1, are incorporated in the DC-framework. Table 
4 that follows, was so built. The seventh column 
of Table 4 gives the DVS efficiency, relative to 
the Divide and Conquer performance goal. The 
last column gives it, relative to the complexity 
of LU, p2 . 

Table 6. Restrictions of performance for standard software

Table 7. Direct comparison of DC-efficiencies of standard and DVS-BDDC software 

p 16 25 64 256 400

EDC(p,n) 70.3% 63.0% 49.4% 27.5% 20.0%

BOUNDS 
FOR
ES

DC(p,n)

6.85% 4.20% 1.73% 0.48% 0.27%

p TS(p,n) ≥ 
T(1,n)/p

SS(p,n) ≤ p TDC(p,n) SDC(p,n) ES
DC(p,n) ≤ p/SDC(p,n)

1 _ _ 29,278 1 100%

16 TS(16,106)≥ 
1,830

SS(16,106) 
≤ 16

125.15 233.9 ES
DC(16,106) ≤ 6.85%

25 TS(25,106)≥ 
1,171.1

SS(25,106) 
≤ 25

51.45 596.1 ES
DC(25,106) ≤ 4.20%

64 TS(64,106)≥ 
457.5

SS(64,106) 
≤ 64

7.90 3,706 ES
DC(64,106) ≤ 1.73%

256 TS(256,106)≥ 
114.40

SS (256,n) 
≤256

0.55 53,233 ES
DC(256,106) 

≤0.48%

400 TS(400,106)≥ 
73.20

SS(400, n) ≤ 
400

0.20 146,390 ES
DC(400,106) ≤ 
0.27%
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By inspection of this table, it is seen that the 
superlinear results that prompted this paper 
look perfectly normal when they are displayed 
in the DC-framework. This shows that the DC-
framework is adequate for accommodating 
the outstanding numerical and computational 
results that we have obtained using the DVS-
BDDC algorithm. 

11. Restrictions on parallel performance 
imposed by the standard framework 

Assuming S (p,n) ≤ p=SS (p,n) is limitative 
and this Section together with the next one 
we explore more thoroughly the restrictions on 
parallel performance that such an assumption 
imposes. 

To start with, the standard speedup goal, 
p, and the DC-speedup goal, SDC (p,n) , 
corresponding to the set of experiments we have 
been discussing, are compared. Their ratios are 
shown Table 5, where the values of SDC(p,n) are 
taken from Table 4. 

By inspection of Table 5, it is seen that the 
standard goal-speedups are much smaller 
than the goal-DC-speedups, and probably too 
conservative and restrictive. 

Table 6, which follows, shows the bounds 
of performance for any software that satisfies 
the restriction S (p,n) ≤ p. The last column 
of this table shows such an assumption limits 
severely the DC-efficiency that one can hope for, 
when any of the standard methods is applied, 
including BDDC and FETI-DP [22].  

12. Additional comparisons 

To have a clearer appreciation of the relevance 
of the limitations imposed by the standard 
framework, which have been established in 
Section 9, a direct comparison with the results 
obtained using the DVS-BDDC, which are given 
in Table 3, can help. Such a comparison is 
highlighted in Table 7. 

In summary, for all the numerical and 
computational experiments here discussed, the 
efficiency one can hope to obtain using standard 

software is only a small fraction of that, which 
is obtained when the DVS-BDDC algorithm is 
applied. 

From all the above discussion, we draw 
the conclusion that adopting the definition 
SS(p,n) ≡ p, as is usually done in domain 
decomposition methods, is too conservative and 
hinders drastically the performance of methods 
developed within such a framework. 

13. Conclusions 

This paper communicates the outstanding results 
of numerical experiments in which the DVS-
BDDC algorithm [2] yields superlinear speedups, 
which exceed the number of processors by a 
large factor; 73.2 is the largest obtained in such 
experiments. From the results and their analysis 
here presented, the following conclusions are 
drawn: 

1. The belief that the speedup (or, 
acceleration) is always less or equal to p (the 
number of processors) is incorrect. Accelerations 
much larger than p are not only feasible, but 
have been achieved using the DVS-BDDC 
algorithm; 

2. The performance goal  that research on 
DDM has intended up to now, besides being too 
small, has been very restrictive for the software 
developed in that framework; and 

3. The Divide and Conquer framework 
here introduced is, by far, more adequate for 
accommodating the superlinear behavior of 
domain decomposition methods here reported. 

Based on these conclusions, it recommended 
that the Divide and Conquer framework be 
adopted in future research on the applications 
of parallel computation to the solution of partial 
differential equations. Then, the performance 
goal  is defined in terms of the execution time 
goal, as 

       (13.1)

Or, the speedup goal, 
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      (13.2)

Or, the divide and conquer efficiency: 

      (13.3)
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Resumen

Se enfatiza la presencia de permafrost en el 
volcán Citlaltépetl y se actualiza su cubertura. 
Mediante el análisis empírico-estadístico de 
variables topo-climáticas y con base en el modelo 
de regresión lineal fue posible determinar que el 
límite inferior de permafrost continuo se ubica 
por encima de 4,880 msnm en la ladera norte 
y por arriba de 4,963 msnm en su ladera sur; 
por su parte, porciones discontinuas y aisladas 
inician a partir de 4,780 y 4,863 msnm al norte 
y sur del cono volcánico respectivamente. 
Se encontró una alta correlación entre la 
temperatura de los perfiles del suelo y la del aire 
en su altitud correspondiente. Las condiciones 
de temperatura del permafrost permiten 
considerarlo como “cálido”, tal como sucede en 
montañas de mediana y baja latitud, y al mismo 
tiempo se puede clasificar como “comprometido” 
y potencialmente inestable. No obstante la 
degradación que presenta a partir de su primera 
estimación en los años 1970, se estima que este 
indicador de cambio climático de alta montaña 
permanezca al menos durante algunas décadas 
una vez que el glaciar del Citlaltépetl se haya 
extinguido.

Palabras clave: Permafrost, Citlaltépetl, Cambio 
climático, Temperatura del aire, Temperatura del 
suelo, Regresión lineal.

Abstract 

The occurrence of permafrost in the Citlaltepetl 
volcano was emphasized and its coverage was 
updated. Through an empirical and statistical 
analysis of topo-climatic variables and based 
on linear regression it was found that the lower 
limit of continuous permafrost is positioned 
above 4,880 masl on its northern slope and 
at 4,963 on the southern slope; on the other 
hand, discontinuous and isolated patches 
start at 4,780 and 4,863 meters in the north 
and south respectively. A high correlation 
was found between the temperature of the 
ground profiles and the air temperature at 
their corresponding altitude. The temperature 
found in the permafrost classifies it as “warm” 
permafrost as in most mountains of medium 
and low latitude and at the same time it is 
classified as “compromised” and potentially 
unstable. In spite of the degradation observed 
from its first estimation during the 1970s, it is 
estimated that this indicator of climatic change 
in high mountains will remain at least for a few 
decades after the Citlaltepetl´s glacier has been 
extinguished.

Keywords: Permafrost, Citlaltepetl, Climate 
Change, Air temperature, Ground temperature, 
Linear regression.
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Introduction

Among the four components of the planet’s 
cryosphere (Williams, 2012): floating ice, 
seasonal snow, glaciers and permafrost, the 
last three are present in the upper part of 
the highest Mexican volcanoes: Citlaltepetl, 
Popocatepetl and Iztaccihuatl [5,610, 5,500 
and 5,220 masl respectively (INEGI, 2017)]. 
Throughout the world, the high mountain 
landscape is evolving in an accelerated manner 
as a consequence of climate change (Spehn 
et al., 2005, Ahumada et al., 2010). Of their 
permanent ice, glaciers have dramatically 
retreated (Delgado-Granados, 2007; Herrera 
and Ruiz, 2009) or have been extinct for the past 
decades, and permafrost (Williams and Smith, 
2008) has been degraded in recent years; at 
the same time, the permanence of seasonal 
snow has been progressively reduced. This 
together has forced the periglacial environment 
to experience geomorphological changes of 
different magnitude (Ahumada et al., 2010); 
from the increase in areas of gelifluction (Janke 
et al., 2011), to rock fall and landslide with 
catastrophic results (Etzelmüller, 2013). Several 
investigations (Gruber et al., 2004, Huggel et 
al., 2010, Clague et al., 2012) document that in 
many cases the degradation of permafrost has 
been the main conditioning factor.

Permafrost is a strictly thermal condition of 
the ground (French, 2007), and it is present 
in circumpolar regions as well as in some high 
mountain areas of medium and low latitude 
such as the Alps and the Andes especially; there 
are isolated mountains in regions of the tropics 
that also contain it. It is composed of rock or 
soil with or without the presence of organic 
elements in its interior that remain at least 
two continuous years below 0 ° C (Trombotto 
et al., 2014); Above this is the active layer 
that is characterized by a cyclical freezing and 
thawing in response to the seasons of the year 
(Osterkamp and Jorgenson, 2009). Due to the 
physical-chemical characteristics of the soil 
and external processes such as the infiltration 
of water by melting and precipitation, the ice 
inside it may be present although it is not 
strictly necessary (French, 2007). To indicate 
the general characteristics of its coverage it is 
designated as “continuous permafrost” when it 
is present in more than 90% of the surface of the 
land; “discontinuous permafrost” is between 65 
and 90% and “sporadic” below 65% (Trombotto 
et al., 2014).

Unl ike the near-polar regions, the 
heterogeneity of the high mountain relief 
establishes the existence of microclimates 
among relatively small areas (Haeberli et al., 
2010) that often condition that air temperature 

and the correspondence with the presence of 
permafrost may differ substantially from the 
air-ground correlation present in circumpolar 
areas (Guodong and Dramis, 1992). While in 
Canada and Alaska the lower limit of continuous 
permafrost generally corresponds to an annual 
average air temperature (AAAT) of -6°C (Smith 
and Riseborough, 2002) and the discontinuous 
permafrost limit coincides with the annual 
isotherm of -1°C (Brown, 1970; French and 
Slaymaker, 1993), in mountains of medium 
and low latitude many times the presence of 
permafrost can occur with a AAAT above 0°C 
(Guodon and Dramis, 1992); such is the case of 
the Sierra de Telera, Spain (Andrés y Cía, 2006) 
and the Mauna Kea volcano, Hawaii with a AAAT 
of + 3.6°C (Woodcock, 1974, Gorbunov, 1978).

The periglacial environment in Mexico 
and particularly the topic of permafrost was 
addressed in glaciological studies at the end of 
the 1960s (Lorenzo, 1969a, Lorenzo, 1969b) 
and even more so during the 1970s through 
the studies of Heine (1973, 1975a, 1975b). , 
1977), as well as Gorbonov (1978). Specifically, 
Heine (1975) performs a periglacial inventory 
on the Citlaltepetl volcano based on strictly 
visual descriptions, noting, in addition to other 
geomorphological features, that the lower 
limit of permafrost is located at 4,600 meters 
above sea level (masl). Again in the 1990s 
Heine (1994) reiterates the discontinuous 
presence of permafrost in the high Mexican 
mountains above the 4,600 level. During the 
last twenty years, most systematic works for 
the determination of permafrost in the country 
have begun, considering the thermal variable 
of the ground. These more recent researches 
have been carried out in the Popocatepetl and 
Iztaccihuatl volcanoes exclusively (Palacios et 
al., 2007, Andrés et al., 2010, 2011, 2012), 
leaving aside the Citlaltepetl volcano, the 
highest in the country and in North America.

In the light of the above, this work has 
a dual purpose: in the first instance it aims 
to complement the most recent studies on 
permafrost in the three highest mountains in 
Mexico and secondly, it seeks to indicate the 
current state of its coverage in Citlaltepetl, 
which, in view of the current climate change 
conditions should be different from the one 
pointed out 43 years ago. The investigation 
is approached by analyzing the temperatures 
of ground profiles at different depths and 
their correlation with the AAAT; the degree 
of incidence of solar radiation on the surface 
and the albedo indexes are analyzed so that 
together the presence and limits of permafrost 
are indicated. The permanent existence of ice in 
the subsoil and rock confirms the above.
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Geographic generalities of the study area

The volcano Citlaltepetl (Star hill in Nahuatl) 
or Pico de Orizaba is a stratovolcano that 
belongs to the Neo Volcanic Axis of Mexico in 
its easternmost area. The center of its crater is 
located at coordinates 97 ° 16’ N and 19 ° 02’ E 
(Rossotti et al., 2006). It has an altitude of 5,610 
masl (INEGI, 2017) which makes it the highest 
volcano in North America and the third largest 
mountain after Mount Denali (6,190 masl) and 
Mount Logan (5,959 masl). Its age is dated in ~ 
650,000 years when the first stage of formation 
known as “Torrecillas” began, which was followed 
by two more phases of evolution including “El 
Espolón de Oro” and the current crater (Macias, 
2005). The most recent geological formations 
are a consequence of this last eruptive phase 
between 16,500 and 4,000 years ago (Macías, 
2007); these are generally composed of dacite 
and andesite flows that cover large extensions 
of the north of the cone, some parts have 
been buried by deposits of pyroclastic material 
and ash; many of these materials have been 
compacted and others have a looser consistency 

(Carrasco-Núñez and Rose, 1995). The southern 
slope presents a significant flow of andesite 
from the same period and is mostly covered by 
pumice deposits that cover a large part of this 
slope with a gray-white color. The eastern and 
western slopes have lower amounts of lava flows 
that combine with deposits of pumice and ash. 
Above 4,000 masl the gelifraction process of the 
rock is noticeable, which in some cases forms 
conical deposits that flow according to the slope. 
The volcano has a clearly conical structure; 
the lava flows are located below the 4,900 
level and above this limit its shape is markedly 
regular and homogeneous. On its north face and 
above 5,060 masl the glacier begins, extending 
continuously to the crater at the top of the cone; 
this summit divides the states of Puebla and 
Veracruz. In the slopes of the state of Puebla, 
the orography is very regular until it connects 
with the Central Mexican High Plateau with an 
average altitude of 2,200 masl; on the other 
hand, the relief is more rugged on the Veracruz 
side until it connects with the coastal plains of 
the Gulf of Mexico.

Figure 1. Study zone. Prepared by authors.
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Materials and methods

To understand and indicate the presence of 
permafrost requires the combination of models 
and physical observations due to the systematic 
variability caused by the orography of the 
environment, which tends to be different from 
one area adjacent to another (Gruber and 
Haeberli, 2009). For this reason, in this work the 
current coverage of permafrost in the volcanic 
cone is evidenced and indicated through of a 
Geographic Information System (GIS) and under 
an empirical-statistical approach of topo-climatic 
variables [Julián and Chueca (2004), Julián and 
Chueca (2005), Abramov et al., (2008) and 
Serrano et al. (2009)].

Temperature

To confirm the presence of permafrost and to 
delimit its coverage under the thermal criteria, 
five observation stations were installed for the 
temperature of the sub-soil and air. Four of these 
stations were placed at different altitudes on the 
northern slope of the volcano and one more on 

the southern slope. To the north, the first one 
was installed at the timberline at 4,050 masl; the 
second at 4,200 masl, the third at 4,584 masl 
and the last near the lower limit of the glacier 
(5,060 masl). The southern station was placed 
under conditions similar to that of the northern 
elevation of 4,200, both in altitude and in the 
type of substrate and orographic conditions. At 
each station the ground was drilled to where 
the substrate and tools allowed under the PACE 
technical manual standards (Harris et al., 2001) 
and the IPA (2008). In each perforation, a 2 
“diameter PVC pipe was introduced, which was 
sealed at both ends; inside, Hobo Pendant UA-
001-64 sensors were programmed and placed 
to log data every hour from March 22, 2015 
until December 10, 2017. However, in order to 
avoid any uncertainty caused by considering 
incomplete years or seasons, the data analysis 
period for this work was two full years between 
July 1, 2015 and June 30, 2017. A sensor with 
the same characteristics was placed near each 
borehole to record the air temperature in equal 
periods. Figure 2 shows the position of the 
stations and the depths of each sensor.

Figure 2. Location of the stations and depth of the sensors. Drilling at 5,060 masl was limited to only 50 cm 
due to the hardness of the frozen ground that was found. Prepared by authors.
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The extraction and backup of the data was 
done every three months on average and during 
each visit the status of the batteries was tested; 
when they marked less than 50% of life they 
were replaced by new ones. The main objective 
of these tasks was to keep the sensors in optimal 
conditions for an uninterrupted temperature 
record and free of any alteration outside the 
characteristics of the weather that together 
would result in complete and homogeneous 
data series (Aguilar et al., 2003, OMM, 2011, 
Firat et al., 2012).

The data of the two years were divided by 
month for each of the series and the monthly 
average was obtained, as well as the value of 
the annual average of both the air (AAAT) and 
the ground (AAGT) in the different depths to 
observe its oscillations throughout the year. 
In addition, monthly ground data were plotted 
along with their annual average value to analyze 
the temperature trend according to depth based 
on Williams and Smith (1989). At the same 
time the summer and winter periods were 
traced to further strengthen in the calculation 
of its temperature. Once the trend lines for the 
colder and warmer periods were joined at a 
point that manifested the absence of thermal 
oscillation between the two will mark the AAGT 
of each profile, and if this was within the range 
of negative temperatures would indicate the 
presence of permafrost (van Everdingen, 1985; 
French, 2007; Heginbottom et al., 2012). To 
determine the altitudinal limit of the permafrost, 
the equation of the regression line resulting 
from the correlation between the temperatures 
of the ground profiles and the altitude at 
which they are located was used; to ensure 
the quality of the estimation, statistical tests 
were performed on the residuals of the linear 
regression. Additionally, the AAAT records were 
used to compare with the AAGT of each profile; 
if the AAAT was negative at an altitude with a 
thermal profile that indicated the presence of 
permafrost, there would be an ideal air-ground 
correlation as suggested by Brown (1970), 
French and Slaymaker (1993) and Smith and 
Riseborough (2002). On the other hand, if the 
AAAT were higher than 0 ° C with a ground 
profile with permafrost, it would emphasize what 
was pointed out by Woodcock (1974), Gorbunov 
(1978), Guodong and Dramis (1992) and Andrés 
y Cía (2003).

Orography and incident solar radiation

In order to consider the different features of 
the relief, a digital terrain model (DTM) with a 
resolution of 2 meters per pixel was used. From 
this, the altitude as well as the aspect and slope 
characteristics were analyzed to determine the 

incident solar radiation (ISR). The ISR was 
calculated in ranges from low to high considering 
the values of the summer and winter solstices 
for a year through the Solar Radiation tool 
of ArcGis 10.4 which in turn is based on the 
algorithms of Fu and Rich (2000, 2002).

Albedo

It is widely documented that surface albedo 
greatly governs surface temperature when it 
comes to ISR (Liang et al., 2010). To observe 
the albedo index in the volcanic cone in ranges 
from 0 to 1 [considering that 0 represents a 
total absorption of incident solar energy and 
1 is equivalent to the total reflection of that 
energy (Arya, 2001; Dobos, 2003)], a Landsat-5 
satellite image with a resolution of 30 meters 
was used. Special care was taken to choose a 
cloud-free image over the study area and in a 
season totally free of seasonal snow. For this 
purpose, the image LT05_L1TP_025047_2009
1212_20161017_01_T1 was obtained from the 
USGS through the Earth Explorer platform. The 
surface albedo was obtained by the proposal of 
Liang (2000) and Liang et al. (2002) through 
the combination of bands 1, 3, 4, 5 and 7 by 
the equation:

0.356p1+0.130p3+0.373p4+0.085p5+0.072p7-0.0018
a=

0.356+0.130+0.373+0.085+0.072
(1)

Where “a” is the albedo per pixel in the image, 
“p” is the band number and the values in 
thousandths correspond to the conversion factor 
for each of them. The processing was developed 
with the Map Algebra tool of ArcGis 10.4.

Once the presence of permafrost was 
determined directly by the temperature of the 
ground profiles and its altitude was delimited by 
linear regression, both the ISR and the albedo 
served to identify areas that despite being located 
tens of meters vertically below the limit lower 
of continuous permafrost, its low ISR range and 
a high albedo index, both in comparison to the 
values   present in the zones previously identified 
through its temperature, allowed to consider 
them as areas of discontinuous permafrost that 
included isolated or sporadic patches. The visual 
recognition of ice in the subsoil (French, 2007) 
as interstitial or covered ice (Trombotto et al., 
2014) that remain throughout the year (Williams 
and Smith, 2008) and its georeferencing allowed 
to corroborate these areas. Finally the surface 
for each type was calculated with the Surface 
volume tool of ArcGis 10.4 considering the DTM 
to obtain the value of each area according to 
the altitude of the relief.
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Results

The behavior of the monthly air temperature 
in each station shows an oscillatory pattern 
throughout the year that can be considered 
highly correlated (Motulsky and Christopoulos, 
2003) in relation to the altitude at which they 
are located [Figure 3 (f)]. At 4,050 masl the 
range goes from 3.45 to 7.58°C and an AAAT 
of 4.97°C; at 4,200 masl, the thermal range 
is the lowest of all with values between 3.68 
and 6.86°C and an annual average of 4.87°C. 
In level 4,584, the widest annual oscillation is 
recorded with values between -2.94 and 2.49°C 
with an average of 0.29°C. At 5,060 masl it 
varies from -2.99 to 1.06°C with an AAAT of 
-0.46°C. The southern station at 4,200 masl has 
a very similar oscillatory range, although slightly 
colder than its equivalent on the northern slope; 
their values range from 2.66 to 5.91°C with an 
annual average of 4.31°C. These patterns of 
behavior can be seen in Figure 3.

In the same way, the temperature profiles 
per altitudinal floor are shown in figure 4.

In ascending order of altitude, in the northern 
slope the temperatures found in the ground 
profiles are: at 4,050 masl, 7.80°C; at 4,200, 
7.00°C; at 4,584 masl, 1.10°C and finally 
permafrost was located at elevation 5,060 with a 
temperature of -0.35°C. By using the regression 
equation of figure 4 (f) to determine the height 
at which the ground temperature is maintained 
at <= 0 ° C throughout the year, it is found 
that the lower limit of continuous permafrost 
is located at 4,880 masl. Figure 5 shows in 
summary the altitudinal estimate (shaded in 
black) and its statistical analysis.

A higher AAGT in the profile of the southern 
station is due to a greater amount of ISR [see 
figure 7 (a)]; it shows a value of 7.80°C at 
4,200 masl. Considering the 0.80°C difference 
between the north and south profiles at 4,200 
masl, it is assumed that the lower limit of the 

Figure 3. Monthly air and ground temperatures 2015-2017. The graph “f” indicates the correlation between the 
AAAT and the altitude of each station.
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continuous permafrost is located above the 
corresponding limit on the north side. In this 
way, if we use the previous regression equation 
once more to identify at what altitude the line 
crosses the -0.80°C we obtain as a result 4,963 
masl as seen in figure 5. That is, while in the 
north the lower limit of continuous permafrost 
with a TMAS <= 0°C is located at 4,880 masl, 
in order to match that temperature in the south 
it would be necessary to ascend 83 meters 

more in vertical; so the permafrost cover, given 
the conical geometry of the volcano, would 
represent a concentric and at the same time 
elliptical shape (see figure 11). On the other 
hand, concerning the temperature of each 
profile and the value of the air temperature at 
the altitude at which they are located, there 
is an almost perfect correlation (Motulsky 
and Christopoulos, 2003) with R2 = 0.99; this 
relationship is summarized in Figure 6.

Figure 4. Monthly temperatures of the ground profiles 2015-2017. The graph “f” indicates the correlation with 
the altitude on the north slope. The crossing of axes “X” and “Y” is justified below.
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Regarding the characteristics of the relief and 
its determining role on the ISR throughout the 
year, it can be seen in the map of figure 7 (a). 
In the same way, the particularities of reflection 
of the deposits determine the albedo indexes 
shown in the resulting map of Figure 7 (b).

The prospecting carried out along with the 
data mining allowed to identify large portions 
of ice buried by debris flows and deposits of 

finer materials above 4,700 masl. The location 
of these portions of buried ice suggest that they 
are remnants of the glacier which extended to 
this level during the year of 1975 (Cortés-Ramos 
and Delgado-Granados, 2015).

Additionally, ice outcrops are common 
through the rocky walls; many of these have 
remained throughout the time this work lasted, 
particularly those that are above 4,700 masl. 
The series of images shown in figure 9 provides 
an example of this.

There is also another type of geoform 
composed of detritus and cryoclasts with 
ice developed inside just below the set of 
nivodentritic channels at the foot of the 
remains of “El Espolón de Oro”. The rich ice 
content in its interior could be the product of 
snow accumulation that has been covered by 
debris over time; it is suggested, according to 
Trombotto et al., (2014) that it could represent 
a phase in the evolution of a debris glacier.

Therefore, it can be assumed that at least one 
hundred meters below the limit of continuous 
permafrost a parallel strip with a discontinuous 
and isolated presence of permafrost is located, 
which overall looks in accordance with figure 11.

Finally, the value of the areas of continuous 
and discontinuous permafrost cover, considering 
the orography, were estimated at 5.52 km2 [this 
value does not consider the area of 0.61 km2 

Figure 5. Regression analysis by means of residuals 
and estimation of the lower altitudinal limit of 

permafrost.

Figure 6. Air-ground correlation on the northern slope 
of the volcano. In this analysis, the southern slope 
station was not considered because, despite having 
an AAGT greater than that of its northern equivalent 
in response to a greater ISR, it has (as noted above) 

an AAAT 0.56°C lower.
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Figure 7. ISR (a) and albedo (b) maps. The highest albedo portion to the north of the crater belongs to the 
body of the glacier, while the rest are due to the reflectivity of the pumice deposits (Dobos, 2003, Ahrens, 2006). 

Prepared by authors.

Figure 8. Buried ice in the northern slope. The image was taken at 4,810 masl, just below the “El Espolón de 
Oro”; it shows two isolated patches (a and b) of glacial ice buried by debris with a diameter of 2 to 12 cm. The 
linear section of exposed ice of patch b has a thickness of 60 cm and a length in the direction of the slope of 
approximately 65 meters. Photograph (c) shows in detail an exposed portion of solid ice below fine sediments 

and gravel.
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Figure 9. Interstitial and intrusive ice. The sequence of previous photographs was taken at mid-day on May 31, 
2016. The photo (a) was taken at 4,780 masl in the rocky portion known as “Los laberintos” and is visible through 
the cavities of the rock the lenticular ice agglomerations of 1 to 2 cm in diameter. Photo (b) shows a larger portion 
of ice that has formed in the middle of the separation of blocks of dacite from the flow of “Los laberintos” at 
4,730 masl; it can be noticed the diagonally shaped 60 x 20 cm expanded between the spaces of the rock. The 
photograph (c) was taken close to 4,800 masl; the external part of approximately 90 x 40 cm of a solid portion 

of ice that covers the entrance of a rock cavity is clearly visible.

Figure 10. Protalus rampart on the northern slope. 
The photograph (a) shows the rich ice content by the 
recrystallization of the snow; in the background a part 
of the group of snow-debris channels can be seen. The 
exposed portion of massive ice shows a lobular shape 
that extends from the middle of the geoform to the 
upper part of it (photograph b). The photograph (c) 
was taken from an altitude of 4,700 masl; it exhibits 
the whole of the geoform that starts at 4.765 masl 
with an almost angular aspect close to the middle of 
its shape, product of the debris bearing above it that 
turn in the direction of the small valley downhill. In 
the background the summit of the “El Espolón de Oro” 

can be observed.

Figure 11. Schematic distribution of permafrost in 
the volcanic cone. The image has been made without 

considering scales. Prepared by authors.
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(Cortés-Ramos, 2016) occupied by the glacier] 
and 2.06 km2 respectively.

After the combination of variables, factors 
and elements analyzed in this paper, we can 
obtain the final map of permafrost distribution 
in the Citlaltepetl volcano (figure 12).

Discussion

After 43 years, when Heine (1975) pointed out 
the presence of permafrost in the volcano, it 
is still present in the Citlaltepetl. Although the 
author did not have prolonged temperature 
records to determine the permanence of 
the ground under freezing over at least two 
continuous years as is currently indicated in 
the specialized literature, this work confirmed 
its presence from the thermal perspective. 
The isolated and discontinuous portions that 
Heine found from 4,600 masl today are 180 
meters above, an area we have identified as 
the discontinuous permafrost strip with an area 
of 2.06 km2. On the other hand, the continuous 
permafrost cover is positioned at an average 
of 4,920 masl, considering the north and 
south slopes with an area of 5.52 km2. The 
homogeneous characteristics of the relief and 
the material deposited above this level condition 
the continuous presence of permafrost.

The degradation of permafrost in the 
Citlaltepetl, although it is remarkable, has been 
presented more slowly compared to the retreat 
of its glacier. If we consider the northern slope 
where Heine (1975) indicates its beginning at 
4,600 masl and that for that same year the 
lower limit of the glacier was calculated at 4,700 
masl (Cortés-Ramos and Delgado-Granados, 
2015), to compare it against our estimate of 
the discontinuous permafrost from 4,780 masl 
and currently at the beginning of the glacier at 
5,060 masl, we obtain a retraction of 360 meters 
in the glacier against 180 meters of variation in 
the permafrost limit; in other words, the glacier 
has retreated at a rate of 8.6 meters per year 
compared to 4.3 meters per year of permafrost 
since 1975. These circumstances indicate the 
persistence of permafrost before the possible 
extinction of the glacier.

The large portions of ice found in the subsoil 
have remained at least for decades and are 
likely to remain even after the glacier has 
disappeared; on the other hand, the smaller 
fragments embedded in the rock walls may last 
only a few years due to the high rate of thermal 
conductivity offered by the rock (Vosteen and 
Schellschmidt, 2003).

Figure 12. Map of distribution of permafrost in the Citlaltepetl volcano. Prepared by authors.
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Although the surface of the south slope 
receives more ISR throughout the year compared 
to the north, its higher albedo index would 
balance its temperature to some extent. In spite 
of the fact that there is a warmer temperature of 
0.56°C in the profile of the southern ground with 
respect to the north at 4,200 masl, the higher 
index of albedo above 4,800 masl compared to 
that of the northern slope at the same elevations 
and near the top it becomes equal or slightly 
higher than the one that presents the glacier 
ice of the north, it would come to “soften” the 
degree of ISR.

The regression model applied for the 
estimation of the lower limit of permafrost 
shows an acceptable level of certainty and is 
based on the high correlation existing (Motulsky 
and Christopoulos, 2003) between the AAGT of 
each profile and its corresponding altitude (R2 
= 0.91).

The AAAT and the AAGT in the north are 
perfectly matched (R2 = 0.99). The case of the 
southern slope, at least for elevation 4,200 
where the soil is warmer in response to the 
aforementioned ISR, the ground-air relationship 
deserves special attention and should be 
addressed in subsequent studies because its 
AAAT could be influenced for other micro-
climatic factors.

The presence of permafrost in the station 
located at 5,060 masl and its corresponding 
value of air temperature (-0.35°C and -0.45°C 
respectively), as well as the AAGT-AAAT 
correlation indicated above indicate that at least 
for this mountain the permafrost interacts with 
an air temperature also below zero and at the 
same time make assume a balance between 
them.

The temperature conditions found in the 
permafrost classify it as “warm permafrost” 
(Noeztli et al., 2003) and coincide very closely 
with those found by Andrés et al., (2010, 
2011) and Yoshikawa (2013) in the tropical 
Chachani volcano (16 ° south latitude) of the 
Peruvian Andes and with the most of the high 
and low latitude permafrost in which its thermal 
conditions, always close to the thawing point, 
could allow them to be classified as “committed” 
and potentially unstable as suggested by Fischer 
et al., (2006).

Conclusions

The permafrost at Citlaltepetl is still present, 
but the degradation and retreat of its coverage 
is latent; this process is relatively similar to 
that of the retreat of its glacier in response to 
climate change as expressed by Wiliam and 

Smith (2008) and Ahumada et al., (2010). 
Notwithstanding the above, the rise of the 
lower limit of permafrost has been slower in 
comparison, as pointed out on a global scale 
by Fischer et al., (2006) due to its hiding and 
protection characteristics provided by the 
surface and are contrary to direct exposure 
to the elements experienced by glacial ice. 
This suggests that of these two indicators of 
high mountain climate change, permafrost will 
remain at least a few decades after the glaciers 
are extinct.

This work updates the information provided 
in 1975 by Heine and complements the series of 
more systematic studies on permafrost coverage 
for the three highest mountains in the country.

Recommendations

Given its importance as an indicator of climate 
change, a continuous and uninterrupted 
monitoring of the permafrost temperature 
in the highest volcano in Mexico and North 
America, including, among other actions, the 
expansion of observation stations with records 
at a greater depth, is highly necessary in order 
to have a more complete and accurate database 
that serves as a basis for climate studies and 
subsequent geological risks.
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